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**CHAPTER 11: UNDERSTANDING THE SELF-ORGANIZING MAP**

* What is a Self-Organizing Map?
* How is a Self-Organizing Map Used to Classify Patterns?
* Training a Self-Organizing Map
* Dealing with Neurons that do not Learn to Classify

In chapter 5, you learned about the feedforward backpropagation neural network. While the feedforward architecture is commonly used for neural networks, it is not the only option available. In this chapter, we will examine another architecture commonly used for neural networks, the self-organizing map (SOM).

The self-organizing map, sometimes called a Kohonen neural network, is named after its creator, Tuevo Kohonen. The self-organizing map differs from the feedforward backpropagation neural network in several important ways. In this chapter, we will examine the self-organizing map and see how it is implemented. Chapter 12 will con- tinue by presenting a practical application of the self-organizing map, optical charac- ter recognition.

# Introducing the Self-Organizing Map

The self-organizing map differs considerably from the feedforward backpropagation neural network in both how it is trained and how it recalls a pattern. The self-organiz- ing map does not use an activation function or a threshold value.

In addition, output from the self-organizing map is not composed of output from several neurons; rather, when a pattern is presented to a self-organizing map, one of the output neurons is selected as the “winner.” This “winning” neuron provides the output from the self-organizing map. Often, a “winning” neuron represents a group in the data that is presented to the self-organizing map. For example, in chapter 12 we will examine an OCR program that uses 26 output neurons that map input patterns to the 26 letters of the Latin alphabet.

The most significant difference between the self-organizing map and the feedforward backpropagation neural network is that the self-organizing map trains in an unsuper- vised mode. This means that the self-organizing map is presented with data, but the correct output that corresponds to the input data is not specified.

It is also important to understand the limitations of the self-organizing map. You will recall from earlier discussions that neural networks without hidden layers can only be applied to certain problems. This is the case with the self-organizing map. Self- organizing maps are used because they are relatively simple networks to construct and can be trained very rapidly.

## How a Self-Organizing Map Recognizes a Pattern

We will now examine how the self-organizing map recognizes a pattern. We will be- gin by examining the structure of the self-organizing map. You will then be instructed on how to train the self-organizing map to properly recognize the patterns you desire.

## The Structure of the Self-Organizing Map

The self-organizing map works differently than the feedforward neural network that we learned about in chapter 5, “Feedforward Backpropagation Neural Networks.” The self-organizing map only contains an input neuron layer and an output neuron layer. There is no hidden layer in a self-organizing map.

The input to a self-organizing map is submitted to the neural network via the in- put neurons. The input neurons receive floating point numbers that make up the input pattern to the network. A self-organizing map requires that the inputs be normalized to fall between -1 and 1. Presenting an input pattern to the network will cause a reac- tion from the output neurons.

The output of a self-organizing map is very different from the output of a feedforward neural network. Recall from chapter 5 that if we have a neural network with five out- put neurons, we will receive an output that consists of five values. As noted earlier, this is not the case with the self-organizing map. In a self-organizing map, only one of the output neurons actually produces a value. Additionally, this single value is either **true** or **false**. Therefore, the output from the self-organizing map is usually the in- dex of the neuron that fired (e.g. Neuron #5). The structure of a typical self-organizing map is shown in Figure 11.1.

### Figure 11.1: A self-organizing map.

|  |  |  |
| --- | --- | --- |
|  | Actual Input |  |
|  | Normalization |  |
|  |  |  |
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Now that you understand the structure of the self-organizing map, we will exam- ine how the network processes information by considering a very simple self-organiz- ing map. This network will have only two input neurons and two output neurons. The input to be given to the two input neurons is shown in Table 11.1.

### Table 11.1: Sample Inputs to a Self-Organizing Map

|  |  |
| --- | --- |
| Input Neuron 1 (I1) | 0.5 |
| Input Neuron 2 (I2) | 0.75 |

We must also know the connection weights between the neurons. The connection weights are given in Table 11.2.

### Table 11.2: Connection Weights in the Sample Self-Organizing Map

|  |  |
| --- | --- |
| I1 -> O1 | 0.1 |
| I2 -> O1 | 0.2 |
| I1 -> O2 | 0.3 |
| I2 -> O2 | 0.4 |

Using these values, we will now examine which neuron will win and produce out- put. We will begin by normalizing the input.

## Normalizing the Input

The self-organizing map requires that its input be normalized. Thus, some texts refer to the normalization as a third layer. However, in this book, the self-organizing map is considered to be a two-layer network, because there are only two actual neuron layers at work.

The self-organizing map places strict limitations on the input it receives. Input to the self-organizing map must be between the values of –1 and 1. In addition, each of the input neurons must use the full range. If one or more of the input neurons were to only accept the numbers between 0 and 1, the performance of the neural network would suffer.

Input for a self-organizing map is generally normalized using one of two common methods, multiplicative normalization and z-axis normalization.

Multiplicative normalization is the simpler of the two methods, however z-axis normalization can sometimes provide a better scaling factor. The algorithms for these two methods will be discussed in the next two sections. We will begin with multiplica- tive normalization.

## Multiplicative Normalization

To perform multiplicative normalization, we must first calculate the vector length of the input data, or vector. This is done by summing the squares of the input vector and then taking the square root of this number, as shown in Equation 11.1.

### Equation 11.1: Multiplicative Normalization

*ƒ* = 1

√

*n*−1

∑ *x* 2

*i*

*i*=0

The above equation produces the normalization factor that each input is multi- plied by to properly scale them. Using the sample data provided in Tables 11.1 and 11.2, the normalization factor is calculated as follows:

1.0 / Math.sqrt( (0.5 \* 0.5) + (0.75 \* 0.75) )

This produces a normalization factor of 1.1094.

## Z-Axis Normalization

Unlike the multiplicative algorithm for normalization, the z-axis normalization al- gorithm does not depend upon the actual data itself; instead the raw data is multiplied by a constant. To calculate the normalization factor using z-axis normalization, we use Equation 11.2.

### Equation 11.2: Z-Axis Normalization

*ƒ* = 1

√ *n*

As can be seen in the above equation, the normalization factor is only dependent upon the size of the input, denoted by the variable **n**. This preserves absolute magni- tude information. However, we do not want to disregard the actual inputs completely; thus, a synthetic input is created, based on the input values. The synthetic input is calculated using Equation 11.3.

### Equation 11.3: Synthetic Input

*s* = *ƒ* √*n*−*l*2

The variable **n** represents the input size. The variable **f** is the normalization fac- tor. The variable **l** is the vector length. The synthetic input will be added to the input vector that was presented to the neural network.

You might be wondering when you should use the multiplicative algorithm and when you should use the z-axis algorithm. In general, you will want to use the z-axis algorithm, since the z-axis algorithm preserves absolute magnitude. However, if most of the training values are near zero, the z-axis algorithm may not be the best choice. This is because the synthetic component of the input will dominate the other near-zero values.

## Calculating Each Neuron’s Output

To calculate the output, the input vector and neuron connection weights must both be considered. First, the dot product of the input neurons and their connection weights must be calculated. To calculate the dot product between two vectors, you must multi- ply each of the elements in the two vectors as shown in Equation 11.4.

### Equation 11.4: Calculating the SOM Output

[ 0.5 0.75 ]∗[ 0.1 0.2 ]=(0.5∗0.75)+(0.1∗0.2 )=0.395

As you can see from the above calculation, the dot product is 0.395. This calcula- tion will have to be performed for each of the output neurons. In this example, we will only examine the calculations for the first output neuron. The calculations necessary for the second output neuron are carried out in the same way.

The output must now be normalized by multiplying it by the normalization factor that was determined in the previous step. You must multiply the dot product of 0.395 by the normalization factor of 1.1094. The result is an output of 0.438213. Now that the output has been calculated and normalized, it must be mapped to a bipolar number.

## Mapping to a Bipolar Ranged Number

As you may recall from chapter 2, a bipolar number is an alternate way of repre- senting binary numbers. In the bipolar system, the binary zero maps to –1 and the bi- nary one remains a 1. Because the input to the neural network has been normalized to this range, we must perform a similar normalization on the output of the neurons. To make this mapping, we multiply by two and subtract one. For the output of 0.438213, the result is a final output of –0.123574.

The value –0.123574 is the output of the first neuron. This value will be compared with the outputs of the other neuron. By comparing these values we can determine a “winning” neuron.

## Choosing the Winner

We have seen how to calculate the value for the first output neuron. If we are to determine a winning neuron, we must also calculate the value for the second output neuron. We will now quickly review the process to calculate the second neuron.

The same normalization factor is used to calculate the second output neuron as was used to calculate the first output neuron. As you recall from the previous section, the normalization factor is 1.1094. If we apply the dot product for the weights of the second output neuron and the input vector, we get a value of 0.45. This value is multi- plied by the normalization factor of 1.1094, resulting in a value of 0.0465948. We can now calculate the final output for neuron 2 by converting the output of 0.0465948 to bipolar, which yields –0.9068104.

As you can see, we now have an output value for each of the neurons. The first neuron has an output value of –0.123574 and the second neuron has an output value of

–0.9068104. To choose the winning neuron, we select the neuron that produces the largest output value. In this case, the winning neuron is the second output neuron with an output of –0.9068104, which beats the first neuron’s output of –0.123574.

You have now seen how the output of the self-organizing map was derived. As you can see, the weights between the input and output neurons determine this output. In the next section we will see how these weights can be adjusted to produce output that is more suitable for the desired task. The training process modifies these weights and will be described in the next section.

## How a Self-Organizing Map Learns

In this section, you will learn how to train a self-organizing map. There are several steps involved in the training process. Overall, the process for training a self-organiz- ing map involves stepping through several epochs until the error of the self-organizing map is below an acceptable level. In this section, you will learn how to calculate the error rate for a self-organizing map and how to adjust the weights for each epoch. You will also learn how to determine when no additional epochs are necessary to further train the neural network.

The training process for the self-organizing map is competitive. For each training set, one neuron will “win.” This winning neuron will have its weight adjusted so that it will react even more strongly to the input the next time it sees it. As different neu- rons win for different patterns, their ability to recognize that particular pattern will increase.

We will first examine the overall process of training the self-organizing map. The self-organizing map is trained by repeating epochs until one of two things happens: If the calculated error is below an acceptable level, the training process is complete. If, on the other hand, the error rate has changed by only a very small amount, this individu- al cycle will be aborted without any additional epochs taking place. If it is determined that the cycle is to be aborted, the weights will be initialized with random values and a new training cycle will begin.

## Learning Rate

The learning rate is a variable that is used by the learning algorithm to adjust the weights of the neurons. The learning rate must be a positive number less than 1, and is typically 0.4 or 0.5. In the following sections, the learning rate will be specified by the symbol alpha.

Generally, setting the learning rate to a higher value will cause training to prog- ress more quickly. However, the network may fail to converge if the learning rate is set to a number that is too high. This is because the oscillations of the weight vectors will be too great for the classification patterns to ever emerge.

Another technique is to start with a relatively high learning rate and decrease this rate as training progresses. This allows rapid initial training of the neural network that is then “fine tuned” as training progresses.

## Adjusting Weights

The memory of the self-organizing map is stored inside the weighted connections between the input layer and the output layer. The weights are adjusted in each epoch. An epoch occurs when training data is presented to the self-organizing map and the weights are adjusted based on the results of this data. The adjustments to the weights should produce a network that will yield more favorable results the next time the same training data is presented. Epochs continue as more and more data is presented to the network and the weights are adjusted.

Eventually, the return on these weight adjustments will diminish to the point that it is no longer valuable to continue with this particular set of weights. When this hap- pens, the entire weight matrix is reset to new random values; thus beginning a new cycle. The final weight matrix that will be used will be the best weight matrix from each of the cycles. We will now examine how weights are transformed.

The original method for calculating changes to weights, which was proposed by Kohonen, is often called the additive method. This method uses the following equa- tion:

### Equation 11.5: Adjusting the SOM Weights (Additive)

*wt*+ 1

*wt*+� *x*

= *length* (*wt*+� *x* )

The variable **x** is the training vector that was presented to the network. Variable **wt** is the weight of the winning neuron, and the result of the equation is the new weight. The double vertical bars represent the vector length. This equation will be implemented as a method in the self-organizing map example presented later in this chapter.

This additive method generally works well for most self-organizing maps; howev- er, in cases for which the additive method shows excessive instability and fails to con- verge, an alternate method can be used. This method is called the subtractive method. The subtractive method uses the following equations:

### Equation 11.6: Adjusting the SOM Weight (Subtractive)

*e*= *x* −*wt wt*+1=*wt*+� *e*

These two equations describe the basic transformation that will occur on the weights of the network. In the next section, you will see how these equations are imple- mented as a Java program, and their use will be demonstrated.

## Calculating the Error

Before we can understand how to calculate the error for the neural network, we must first define “error.” A self-organizing map is trained in an unsupervised fashion, so the definition of error is somewhat different than the definition with which we are familiar.

In the previous chapter, supervised training involved calculating the error. The error was the difference between the anticipated output of the neural network and the actual output of the neural network. In this chapter, we are examining unsupervised training. In unsupervised training, there is no anticipated output; thus, you may be wondering exactly how we can calculate an error. The answer is that the error we are calculating is not a true error, or at least not an error in the normal sense of the word.

The purpose of the self-organizing map is to classify input into several sets. The error for the self-organizing map, therefore, provides a measure of how well the net- work is classifying input into output groups. The error itself is not used to modify the weights, as is the case in the backpropagation algorithm. There is no one official way to calculate the error for a self-organizing map, so we will examine two different methods in the following section as we explore how to implement a Java training method.

# Implementing the Self-Organizing Map

Now that you have an understanding of how the self-organizing map functions, we will implement one using Java. In this section, we will see how several classes can be used together to create a self-organizing map. Following this section, you will be shown an example of how to use the self-organizing map classes to create a simple self-orga- nizing map. Finally, in chapter 12, you will be shown how to construct a more complex application, based on the self-organizing map, that can recognize handwriting.

First, you must understand the structure of the self-organizing map classes that we are constructing. The classes used to implement the self-organizing map are sum- marized in Table 11.3.

### Table 11.3: Classes Used to Implement the Self-organizing Map

|  |  |
| --- | --- |
| **Class** | **Purpose** |
| NormalizeInput | Normalizes the input for the self-organizing map. This class implements the normalization method discussed earlier in this chapter. |
| SelfOrganizingMap | This is the main class that implements the self-organizing map. |
| TrainSelfOrganizingMap | Used to train the self-organizing map. |

Now that you are familiar with the overall structure of the self-organizing map classes, we will examine each individual class. You will see how these classes work together to provide self-organizing map functionality. We will begin by examining how the training set is constructed using the **NormalizeInput** class.

**The SOM Normalization Class**

The **NormalizeInput** class receives all of the information that it will need from its constructor. The signature for the constructor is shown here:

public NormalizeInput(final double input[], final NormalizationType type)

The constructor begins by storing the type of normalization requested. This can be either multiplicative or z-axis normalization.

this.type = type;

Next, the normalization factor and synthetic input values are calculated. The

**calculateFactors** method is explained in the next section.

calculateFactors(input);

Finally, the input matrix is created. This includes the synthetic input. The

**createInputMatrix** method is described in a section to follow. this.inputMatrix = this.createInputMatrix(input, this.synth); **Calculating the Factors**

The **calculateFactors** method calculates both the normalization factor and the synthetic input value. The signature for the **calculateFactors** method is

shown here:

protected void calculateFactors(final double input[]) {

First, the input array is converted to a column matrix.

final Matrix inputMatrix = Matrix.createColumnMatrix(input);

The vector length is then calculated for the **inputMatrix** variable.

double len = MatrixMath.vectorLength(inputMatrix);

The length of the vector is evaluated, to ensure it has not become too small.

len = Math.max(len, SelfOrganizingMap.VERYSMALL);

The number of inputs is determined and this value is stored in the **numInputs**

variable.

final int numInputs = input.length;

Next, the type of normalization to be performed is determined.

if (this.type == NormalizationType.MULTIPLICATIVE) {

If the type of normalization is multiplicative, then the reciprocal of the vector length is used as the normalization factor.

this.normfac = 1.0 / len;

Because the normalization method is additive, no synthetic input is needed. We simply set the synthetic input variable to zero, so that it does not have any influence.

this.synth = 0.0;

} else {

If z-axis normalization is being used, then the normalization factor is computed as the reciprocal of the square root of the number of inputs.

this.normfac = 1.0 / Math.sqrt(numInputs);

Now we must determine the synthetic input.

final double d = numInputs – Math.pow(len,2);

If the synthetic input is calculated to be greater than zero, then we multiply it by the normalization factor.

if (d > 0.0) {

this.synth = Math.sqrt(d) \* this.normfac;

} else { this.synth = 0;

}

}

If the synthetic input is less than zero, then we set the synthetic input variable to

zero.

## Creating the Input Matrix

Now that the normalization factor and synthetic input have been determined, the in- put matrix can be created. The input matrix is created by the **createInputMatrix** method. The signature for the **createInputMatrix** method is shown here:

protected Matrix createInputMatrix(final double pattern[],

final double extra)

First, a matrix is created that has one row and columns equal to one more than the length of the pattern. The extra column will hold the synthetic input.

final Matrix result = new Matrix(1, pattern.length + 1);

Next, all of the values from the pattern are inserted.

for (int i = 0; i < pattern.length; i++) { result.set(0, i, pattern[i]);

}

Finally, the synthetic input is added and the **result** variable is returned.

result.set(0, pattern.length, extra);

return result;

The input matrix is now ready for use.

# The SOM Implementation Class

The self-organizing map is implemented in the class **TrainSelfOrganizingMap**. A pattern is presented to the SOM using a method named **winner**. The signature for this method is shown here:

public int winner(final double input[]) {

This method does little more than create a normalized matrix and send it on to a more advanced version of the **winner** method that accepts a normalized matrix.

final NormalizeInput normalizedInput = new NormalizeInput(input, this.normalizationType);

The winning neuron is returned from this more advanced **winner** method.

return winner(normalizedInput);

This **winner** method accepts a **NormizedInput** object. The signature for this method is shown here:

public int winner(final NormalizedInput input)

First, a local variable is created to hold the winning neuron. This variable is named

**win**.

int win = 0;

As we progress, we keep track of the output neuron with the greatest output. One of the output neurons will win. We set the **biggest** variable to a very small number before we begin.

double biggest = Double.MIN\_VALUE;

Then we loop over the output neurons.

for (int i = 0; i < this.outputNeuronCount; i++) {

We obtain the row from the weight matrix that corresponds to this output neu- ron.

final Matrix optr = this.outputWeights.getRow(i);

We then obtain the dot product between this row and the input pattern. This is the output for this neuron.

this.output[i] = MatrixMath

.dotProduct(input.getInputMatrix(), optr)

\* input.getNormfac();

The output from the neuron is mapped to a number between –1 and 1.

this.output[i] = (this.output[i]+1.0)/2.0;

The number is evaluated to see if this is the biggest output so far.

if (this.output[i] > biggest) { biggest = this.output[i]; win = i;

}

If the output is above one or below zero, it is adjusted as necessary.

if( this.output[i] <0 ) { this.output[i]=0;

}

if( this.output[i]>1 ) { this.output[i]=1;

}

}

The winning neuron is then returned.

return win;

As you can see, the output is calculated very differently than the output of the feedforward networks seen earlier in this book. The self-organizing map is a competi- tive neural network; thus, the output from this neural network is the winning neu- ron.

# The SOM Training Class

The self-organizing map is trained using different techniques than those used with the feedforward neural networks demonstrated thus far. The training is performed by a class named **TrainSelfOrganizingMap**. This class is implemented like the other training methods; it goes through a series of iterations until the error is suffi- ciently small. The training iteration is discussed in the next section.

## Training Iteration

To perform one **iteration** of training, the **iteration** method of the **TrainSelfOrganizingMap** class is called. The signature for the **iteration** method is shown here:

public void iteration() throws RuntimeException

First, **evaluateErrors** is called to determine the current error level. The **totalError** variable, which was just calculated, is saved to the **globalError** variable.

evaluateErrors();

this.totalError = this.globalError;

The current error is evaluated to see if it is better than the best error encountered thus far. If so, the weights are copied over the previous best weight matrix.

if (this.totalError < this.bestError) { this.bestError = this.totalError; copyWeights(this.som, this.bestnet);

}

The number of neurons that have won, since the last time the errors were calcu-

lated, is determined.

int winners = 0;

for (int i = 0; i < this.won.length; i++) { if (this.won[i] != 0) {

winners++;

}

}

If there have been too few winners, one is forced.

if ((winners < this.outputNeuronCount) && (winners < this.train. length)) {

forceWin(); return;

}

The weights are adjusted based on the training from this iteration.

adjustWeights();

The learning rate is gradually decreased down to 0.01.

if (this.learnRate > 0.01) { this.learnRate \*= this.reduction;

}

The weights are then copied from the best network.

copyWeights(this.som, this.bestnet);

Finally, these weights are normalized.

for (int i = 0; i < this.outputNeuronCount; i++) { normalizeWeight(this.som.getOutputWeights(), i);

}

This completes one training iteration.

## Evaluating Errors

Error evaluation is an important part of the training process. It involves deter- mining how many neurons win for a given training pattern. The neuron that has the greatest response to a given training pattern is adjusted to strengthen that win. The errors are calculated using the **evaluateErrors** method. The signature for this method is shown here:

void evaluateErrors() throws RuntimeException {

First, the correction matrix is cleared. The correction matrix will hold the training corrections. These corrections will be applied to the actual neural network later when the **adjustWeights** method is called. The **adjustWeights** method is covered in the next section.

this.correc.clear();

for (int i = 0; i < this.won.length; i++) { this.won[i] = 0;

}

this.globalError = 0.0;

Next, we loop through all the training sets.

for (int tset = 0; tset < this.train.length; tset++) {

The input is normalized and presented to the neural network.

final NormalizeInput input = new NormalizeInput(this.train[tset], this.som.getNormalizationType());

The variable **best** will hold the winning neuron.

final int best = this.som.winner(input);

The number of times each neuron wins is recorded.

this.won[best]++;

The weights for the winning neuron are then obtained.

final Matrix wptr = this.som.getOutputWeights().getRow(best);

The length will be calculated and placed in the **length** variable.

double length = 0.0; double diff;

We now loop over all of the input neurons.

for (int i = 0; i < this.inputNeuronCount; i++) {

The difference between the training set and the corresponding weight matrix entry are calculated.

diff = this.train[tset][i] \* input.getNormfac()

- wptr.get(0, i);

The length is calculated by squaring the difference. A length is the square root of the sum of the squares.

length += diff \* diff;

What is done next depends upon the learning method.

if (this.learnMethod == LearningMethod.SUBTRACTIVE) {

For the subtractive method, the difference is added to the winning neuron.

this.correc.add(best, i, diff);

} else {

For the additive method, a work matrix is used. The work matrix is a temporary matrix used to hold the values to be added. The work matrix is a single column with a number of rows equal to the input neurons. The training set multiplied by the cor- responding weight value is added and scaled by the learning rate.

this.work.set(0, i, this.learnRate \* this.train[tset][i]

\* input.getNormfac() + wptr.get(0, i));

}

}

Finally, the synthetic input is addressed. The difference between the synthetic input and the corresponding weight matrix value is determined.

diff = input.getSynth() - wptr.get(0, this.inputNeuronCount);

This difference is added to the length.

length += diff \* diff;

If the learning method is additive, then the synthetic difference is simply added.

if (this.learnMethod ==LearningMethod.SUBTRACTIVE) { this.correc.add(best, this.inputNeuronCount, diff);

} else {

The work matrix value for this input neuron is set to the synthetic input added to the corresponding weight matrix value scaled by the learning rate.

this.work

.set(0, this.inputNeuronCount, this.learnRate

\* input.getSynth()

+ wptr.get(0, this.inputNeuronCount));

}

The calculated length of the differences is the error. We then determine if this beats the current error.

if (length > this.globalError) { this.globalError = length;

}

So far, the additive method has not been modifying the correction matrix; rather it has been modifying the work matrix. The correction matrix must now be updated with any changes to be reflected when the **adjustWeights** method is called.

if (this.learnMethod == LearningMethod.ADDITIVE) { normalizeWeight(this.work, 0);

for (int i = 0; i <= this.inputNeuronCount; i++) { this.correc.add(best, i, this.work.get(0, i)

- wptr.get(0, i));

}

}

}

The error calculation is now complete.

this.globalError = Math.sqrt(this.globalError);

}

Finally, the length is determined by performing the square root of the error, which is the sum of the differences squared.

## Force a Winner

There are times when certain neurons will not win for any training pattern. These neurons are dead weight and should be adjusted to win for a few patterns. The **forceWin** method is used to adjust these neurons. This method is called when too few neurons have been winning. The signature for the **forceWin** method is shown here.

void forceWin() throws RuntimeException

The variable **best** will hold the winning neuron for each training set iteration.

The variable **which** will hold the training set that has the lowest winning neuron.

int best, which = 0;

First, the output weights and the last output from the self-organizing map to be trained are obtained.

final Matrix outputWeights = this.som.getOutputWeights();

We then loop over all training sets and see which output neuron has the smallest response. We initialize **dist** to a large value, and continue to lower it as we find in- creasingly small output values.

double dist = Double.MAX\_VALUE;

Next, we loop over all of the training sets.

for (int tset = 0; tset < this.train.length; tset++) {

The winning neuron from each training set is obtained.

best = this.som.winner(this.train[tset]); final double output[] = this.som.getOutput();

The neuron is evaluated to see if it has a lower output than any previous neuron encountered. If so, this is the new lowest neuron.

if (output[best] < dist) { dist = output[best]; which = tset;

}

}

We then reprocess the neuron with the lowest output. The training set is normal-

ized so it can be presented to the neural network.

final NormalizeInput input = new NormalizeInput(this.train[which], this.som.getNormalizationType());

best = this.som.winner(input);

final double output[] = this.som.getOutput();

The neuron with the greatest output for the training set that produced the lowest winner is then identified.

dist = Double.MIN\_VALUE;

int i = this.outputNeuronCount; while ((i--) > 0) {

if (this.won[i] != 0) { continue;

}

If this neuron is lower, then it is chosen.

if (output[i] > dist) { dist = output[i]; which = i;

}

}

The weights for the lowest neuron are adjusted so that the neuron will respond to

this training pattern.

for (int j = 0; j < input.getInputMatrix().getCols(); j++) { outputWeights.set(which, j,

input.getInputMatrix().get(0,j));

}

normalizeWeight(outputWeights, which);

Finally, the weights are normalized.

## Adjust Weights

After the errors have been calculated, the **adjustWeights** method is called. The **adjustWeights** method applies the correction matrix to the actual matrix. The signature for the **adjustWeights** method is shown here.

protected double adjustWeights()

Set the **result** to zero. The result is the adjusted error value.

double result = 0.0;

We loop over all of the output neurons.

for (int i = 0; i < this.outputNeuronCount; i++) {

If this output neuron has never won, then continue; there is nothing to be done.

The **forceWin** method will likely assist this neuron later.

if (this.won[i] == 0) { continue;

}

The reciprocal of the number of times this output neuron has won is calculated.

double f = 1.0 / this.won[i];

If using the subtractive method, then this reciprocal is scaled by the learning rate.

if (this.learnMethod == LearningMethod.SUBTRACTIVE) { f \*= this.learnRate;

}

The vector length of the input weights multiplied by their correction matrix values is calculated.

double length = 0.0;

for (int j = 0; j <= this.inputNeuronCount; j++) { final double corr = f \* this.correc.get(i, j); this.somLayer.getMatrix().add(i, j, corr); length += corr \* corr;

}

The longest length is recorded.

if (length > result) { result = length;

}

}

Using the learning rate, the correction is then scaled.

result = Math.sqrt(result) / this.learnRate; return result;

Finally, the error value is returned.

# Using the Self-organizing Map

We will now examine a simple program that trains a self-organizing map. As the network is trained, you will be shown a graphical display of the weights. The output from this program is shown in Figure 11.2.

### Figure 11.2: Training a self-organizing map.

![](data:image/png;base64,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)

This program contains two input neurons and seven output neurons. Each of the seven output neurons are plotted as white squares. The x-dimension shows the weights between them and the first input neuron and the y-dimension shows the weights be- tween them and the second input neuron. You will see the boxes move as training progresses.

You will also see lines from select points on the grid drawn to each of the squares. These identify which output neuron is winning for the x and y coordinates of that point. Points with similar x and y coordinates are shown as being recognized by the same output neuron.

We will now examine the program, as shown in Listing 11.1.

### Listing 11.1: The SOM Training Example (TestSOM.java)

package com.heatonresearch.book.introneuralnet.ch11.som;

import java.awt.Color; import java.awt.Dimension; import java.awt.Graphics; import java.awt.Image; import java.awt.Toolkit;

import java.text.NumberFormat;

import javax.swing.JFrame;

import javax.swing.WindowConstants;

import com.heatonresearch.book.introneuralnet.neural.matrix.

Matrix;

import com.heatonresearch.book.introneuralnet.neural.som.

SelfOrganizingMap;

import com.heatonresearch.book.introneuralnet.neural.som.

TrainSelfOrganizingMap;

import com.heatonresearch.book.introneuralnet.neural.som.

NormalizeInput.NormalizationType;

import com.heatonresearch.book.introneuralnet.neural.som.

TrainSelfOrganizingMap.LearningMethod;

/\*\*

* Chapter 11: Using a Self Organizing Map

\*

* TestSOM: Very simple example to test the SOM and show how it
* works.

\*

* @author Jeff Heaton
* @version 2.1

\*/

public class TestSOM extends JFrame implements Runnable {

/\*\*

\* Serial id for this class.

\*/

private static final long serialVersionUID = 2772365196327194581L;

/\*\*

\* How many input neurons to use.

\*/

public static final int INPUT\_COUNT = 2;

/\*\*

\* How many output neurons to use.

\*/

public static final int OUTPUT\_COUNT = 7;

/\*\*

\* How many random samples to generate.

\*/

public static final int SAMPLE\_COUNT = 100;

/\*\*

* Startup the program.

\*

* @param args
* Not used.

\*/

public static void main(final String args[]) { final TestSOM app = new TestSOM(); app.setVisible(true);

final Thread t = new Thread(app); t.setPriority(Thread.MIN\_PRIORITY); t.start();

}

/\*\*

* The unit length in pixels, which is the max of the
* height and width of
* the window.

\*/

protected int unitLength;

/\*\*

* How many retries so far.

\*/

protected int retry = 1;

/\*\*

* The current error percent.

\*/

protected double totalError = 0;

/\*\*

* The best error percent.

\*/

protected double bestError = 0;

/\*\*

* The neural network.

\*/

protected SelfOrganizingMap net; protected double input[][];

/\*\*

* The offscreen image. Used to prevent flicker.

\*/

protected Image offScreen;

/\*\*

* The constructor sets up the position and size of the
* window.

\*/ TestSOM() {

setTitle(

"Training a Self Organizing Map Neural Network"); setSize(400, 450);

final Toolkit toolkit = Toolkit.getDefaultToolkit(); final Dimension d = toolkit.getScreenSize(); setLocation((int) (d.width - this.getSize().getWidth()) / 2,

(int) (d.height - this.getSize().getHeight()) / 2); setDefaultCloseOperation( WindowConstants.DISPOSE\_ON\_CLOSE); setResizable(false);

}

/\*\*

* Display the progress of the neural network.

\*

* @param g
* A graphics object.

\*/ @Override

public void paint(Graphics g) { if (this.net == null) {

return;

}

if (this.offScreen == null) {

this.offScreen = this.createImage((int)

getBounds().getWidth(),

(int) getBounds().getHeight());

}

g = this.offScreen.getGraphics();

final int width = getContentPane().getWidth(); final int height = getContentPane().getHeight(); this.unitLength = Math.min(width, height); g.setColor(Color.black);

g.fillRect(0, 0, width, height);

// plot the weights of the output neurons g.setColor(Color.white);

final Matrix outputWeights = this.net.getOutputWeights();

for (int y = 0; y < outputWeights.getRows(); y++) {

g.fillRect((int) (outputWeights.get(y, 0) \* this.unitLength),

(int) (outputWeights.get(y, 1)

\* this.unitLength), 10, 10);

}

// plot a grid of samples to test the net with g.setColor(Color.green);

for (int y = 0; y < this.unitLength; y += 50) {

for (int x = 0; x < this.unitLength; x += 50) { g.fillOval(x, y, 5, 5);

final double d[] = new double[2]; d[0] = x;

d[1] = y;

final int c = this.net.winner(d); final int x2 = (int) (

outputWeights.get(c, 0) \* this.unitLength); final int y2 = (int) (

outputWeights.get(c, 1) \* this.unitLength);

g.drawLine(x, y, x2, y2);

}

}

// display the status info

g.setColor(Color.white);

final NumberFormat nf = NumberFormat.getInstance(); nf.setMaximumFractionDigits(2); nf.setMinimumFractionDigits(2); g.drawString("retry = " + this.retry

+ ",current error = "

+ nf.format(this.totalError \* 100)

+ "%, best error = "

+ nf.format(this.bestError \* 100)

+ "%", 0,

(int) getContentPane().getBounds(). getHeight());

getContentPane().getGraphics().drawImage( this.offScreen, 0, 0, this);

}

/\*\*

* Called to run the background thread. The
* background thread sets up the
* neural network and training data and begins training
* the network.

\*/

public void run() {

// build the training set

this.input = new double[SAMPLE\_COUNT][INPUT\_COUNT];

for (int i = 0; i < SAMPLE\_COUNT; i++) {

for (int j = 0; j < INPUT\_COUNT; j++) { this.input[i][j] = Math.random();

}

}

// build and train the neural network this.net = new SelfOrganizingMap(INPUT\_COUNT,

OUTPUT\_COUNT,

NormalizationType.MULTIPLICATIVE); final TrainSelfOrganizingMap train =

new TrainSelfOrganizingMap(

this.net, this.input,

LearningMethod.SUBTRACTIVE,0.5); train.initialize();

double lastError = Double.MAX\_VALUE; int errorCount = 0;

while (errorCount < 10) {

train.iteration(); this.retry++;

this.totalError = train.getTotalError(); this.bestError = train.getBestError(); paint(getGraphics());

if (this.bestError < lastError) { lastError = this.bestError; errorCount = 0;

} else {

errorCount++;

}

}

}

}

There are several constants that govern the way the SOM training example works.

These constants are summarized in Table 11.4.

### Table 11.4: TestSOM Constants

|  |  |  |
| --- | --- | --- |
| **Constant** | **Value** | **Purpose** |
| INPUT\_COUNT | 2 | How many input neurons to use. |
| OUTPUT\_COUNT | 7 | How many output neurons to use. |
| SAMPLE\_COUNT | 100 | How many random samples to generate. |

There are two major components to this program. The first is the **run** method, which implements the background thread. The background thread processes the train- ing of the SOM. The second is the **paint** method, which graphically displays the progress being made by the training process. These two methods will be discussed in the next two sections.

**Background Thread**

A background thread is used to process the SOM while the application runs. This allows you to see the training progress graphically. The background thread is handled by the **run** method. The signature for the **run** method is shown here:

void run()

First, the training set is created using random numbers. These are random points on a grid to which the program will train.

// build the training set

this.input = new double[SAMPLE\_COUNT][INPUT\_COUNT];

for (int i = 0; i < SAMPLE\_COUNT; i++) { for (int j = 0; j < INPUT\_COUNT; j++) {

this.input[i][j] = Math.random();

}

}

The neural network is then created.

// build and train the neural network

this.net = new SelfOrganizingMap(INPUT\_COUNT, OUTPUT\_ COUNT,NormalizationType.MULTIPLICATIVE);

A training class is then created to train the SOM.

final TrainSelfOrganizingMap train = new TrainSelfOrganizingMap( this.net, this.input);

The trainer is initialized.

train.initialize();

The **lastError** variable is initialized to a very high value and the **errorCount** is set to zero.

double lastError = Double.MAX\_VALUE; int errorCount = 0;

We then loop until the error has not improved for ten iterations.

while (errorCount < 10) {

One training iteration is processed and the best error is maintained.

train.iteration(); this.retry++;

this.totalError = train.getTotalError(); this.bestError = train.getBestError();

The window is updated with the current grid using the **paint** method described in the next section.

paint(getGraphics());

The best error is evaluated to determine if there has been an improvement. If there was no improvement, then **errorCount** is increased by one.

if (this.bestError < lastError) { lastError = this.bestError;

errorCount = 0;

} else { errorCount++;

}

}

The looping continues until there has been no improvement in the error level for

ten iterations.

## Displaying the Progress

The current state of the neural network's weight matrix and training is displayed by calling the **paint** method. The signature for the **paint** method is shown here:

public void paint(Graphics g)

If there is no network defined, then there is nothing to draw, so we return.

if (this.net == null) { return;

}

To prevent screen flicker, this program uses an off-screen image to draw the grid.

Once the grid is drawn, then the background image is copied to the window. The out- put is then displayed in one single pass.

The following lines of code check to see if the off-screen image has been created yet.

If this image has not been created, then one is created now.

if (this.offScreen == null) { this.offScreen = this.createImage((int) getBounds().getWidth(),

(int) getBounds().getHeight());

}

A graphics object is obtained with which the off-screen image will be drawn.

g = this.offScreen.getGraphics();

The dimensions of the window are determined.

final int width = getContentPane().getWidth(); final int height = getContentPane().getHeight();

The minimum of the window height and width is used as the size for a single unit.

The entire window is set to black.

this.unitLength = Math.min(width, height); g.setColor(Color.black);

g.fillRect(0, 0, width, height);

The output weights are obtained.

g.setColor(Color.white);

final Matrix outputWeights = this.net.getOutputWeights();

Then we loop through and display the output neurons. These will correspond to the random training data generated in the previous section.

for (int y = 0; y < outputWeights.getRows(); y++) {

Filled rectangles are drawn that correspond to all of the output neurons.

g.fillRect((int) (outputWeights.get(y, 0)

* + this.unitLength),

(int) (outputWeights.get(y, 1)

* + this.unitLength), 10, 10);

}

A grid is then plotted of the samples with which to test the net. We then determine

into which of the output neurons each training point is grouped.

g.setColor(Color.green);

for (int y = 0; y < this.unitLength; y += 50) { for (int x = 0; x < this.unitLength; x += 50) {

An oval is drawn at each of the training points.

g.fillOval(x, y, 5, 5);

final double d[] = new double[2];

The training point is presented to the SOM.

d[0] = x;

d[1] = y;

The winning neuron is then obtained.

final int c = this.net.winner(d);

The weights for the winning neuron are determined.

final int x2 = (int) (outputWeights.get(c, 0)

* this.unitLength);

final int y2 = (int) (outputWeights.get(c, 1)

* this.unitLength);

A line is then drawn from the sample to the winning neuron.

g.drawLine(x, y, x2, y2);

}

}

As training progresses, status information is obtained and the output numbers are

properly formatted.

// display the status info g.setColor(Color.white);

final NumberFormat nf = NumberFormat.getInstance(); nf.setMaximumFractionDigits(2); nf.setMinimumFractionDigits(2);

A text string is displayed.

g.drawString("retry = "

+ this.retry

+ ",current error = "

+ nf.format(this.totalError \* 100)

+ "%, best error = "

+ nf.format(this.bestError \* 100)

+ "%", 0,

(int)getContentPane().getBounds().getHeight());

Now that the off screen image is ready, it is displayed to the window.

getContentPane().getGraphics().drawImage(this.offScreen, 0, 0, this);

The training progress is now visible to the user.

# Chapter Summary

In this chapter we learned about the self-organizing map. The self-organizing map differs from the feedforward backpropagation network in several ways. The self-orga- nizing map uses unsupervised training. This means that it receives input data, but no anticipated output data. It then maps the training samples to each of its output neurons.

A self-organizing map contains only two layers. The network is presented with an input pattern that is passed to the input layer. This input pattern must be normalized to numbers between –1 and 1. The output from this neural network will be one single winning output neuron. The output neurons can be thought of as groups that the self- organizing map has classified.

To train the self-organizing map, we present it with the training elements and see which output neuron “wins.” This winning neuron’s weights are then modified so that it will respond even more strongly to the pattern that caused it to win the next time the pattern is encountered.

There may also be a case in which one or more neurons fail to ever win. Such neurons are dead weight on the neural network. We must identify such neurons and adjust them so they will recognize patterns that are already recognized by other more “overworked” neurons. This will allow the burden of recognition to fall more evenly over the output neurons.

This chapter presented only a simple example of the self-organizing map. In the next chapter we will apply the self-organizing map to a real-world application. We will see how to use the self-organizing map to recognize handwriting.

# Vocabulary

Additive Weight Adjustment Competitive Learning

Input Normalization Multiplicative Normalization Self-Organizing Map Subtractive Weight Adjustment Z-Axis Normalization

# Questions for Review

1. How many hidden layers are normally used with a self-organizing map? What are their roles?
2. For what types of problems are self-organizing maps normally used?
3. How is competitive learning different from the learning presented earlier in this book, such as backpropagation or genetic algorithms?
4. What output does a self-organizing map produce, and what does this output represent?
5. What is the main advantage of z-axis normalization over multiplicative nor- malization? When might multiplicative normalization be more useful?